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ABSTRACT
Ef�cient image sequence coding exploits both spatial corre-
lation and temporal correlation. SPIHT is a powerful algo-
rithm in exploiting spatial correlations for still image cod-
ing. Based on SPIHT, we present a novel approach to ex-
ploit temporal correlations for image sequence coding, while
maintaining single frame, random access decoding. The so-
called Differential-SPIHT takes advantage of inter-frame cor-
relations by reusing the signi�cance testing data of a SPIHT
coded frame. From simulation results of videos and volu-
metric medical images, Differential-SPIHT offers signi�cant
reductions in bitrate from conventional two-dimensional (2D)
SPIHT for the same reconstruction PSNR, while retaining the
desirables features of rate scalability and computational sim-
plicity.

Index Terms� Compression, SPIHT, signi�cance map,
video, volumetric medical image.

1. INTRODUCTION

Image sequence and video coding achieves high coding ef-
�ciency by exploiting both spatial (intra-frame) correlation
and temporal (inter-frame) correlation. To exploit temporal
correlation, there are two main approaches: motion compen-
sated predictive coding (MCPC) and three-dimensional (3D)
wavelet transform. MCPC is the more computationally inten-
sive and is widely used in the MPEGx and H.26x video coding
standards. MCPC is applied to reduce the inter-frame depen-
dence and the resultant frames are transformed by the Dis-
crete Cosine Transform (DCT) and entropy coded1. In the 3D
wavelet transform approaches, both 2D and 3D coding meth-
ods are used. Three-dimensional JPEG2000 coding can be
realized with a 3D wavelet transform followed either by cod-
ing cubic subblocks [1] or by coding planar (x-y) subblocks
in every z-axis transformed slice (or frame) [2]. SPIHT [3],
SPECK [4], or related tree-based coding methods can also be
performed on 2D or 3D hierarchical structures [5] [6] induced
by the wavelet transform.

We gratefully acknowledge the support of the Of�ce of Naval Research
under Award no. N0014-05-10507.

1The �rst frame in a GOF (Group of Frames) acts as a reference and is
intra-frame coded, either by entropy coding following a DCT and quantiza-
tion or by 2D zerotree coding following a 2D wavelet transform.

In this paper, we present a new approach to exploit the
inter-frame correlation. It is an extension of conventional 2D
SPIHT to compress image sequences. The temporal correla-
tion between frames is exploited by reusing the signi�cance
map of a previous SPIHT coded frame. Re-use of the signi�-
cance map is an idea borrowed from the different scenario of
distributed coding of hyperspectral images with SPIHT [7].
This method in our application gives excellent results in com-
pressing volumetric medical images and video with low to
moderate motion. One desirable feature of this method is
that, unlike predictive and some other differential methods,
random access to any frame or slice is assured, because each
one is encoded and decoded individually. It also retains the
SPIHT properties of a rate-scalable bit-stream and low com-
putational complexity.

A brief description of SPIHT is given in section 2. In sec-
tion 3, Differential-SPIHT is presented. Simulation results
are given in section 4. Finally, section 5 presents our conclu-
sions.

2. CONVENTIONAL 2D SPIHT

SPIHT [3] is a powerful algorithm for still image coding. It
iteratively tests wavelet coef�cients by comparing them with
the threshold of each iteration. These tests are called sig-
ni�cance tests. Let C(i, j) be the wavelet coef�cient of the
encoded image at location (i, j). The thresholds are usu-
ally chosen as T = 2n, starting from integer n = nmax =
blog2(max(i,j) |C(i, j)|)c, the highest bitplane of the largest
coef�cient magnitude. Then n decreases by one at each of the
following iterations.

The two-dimensional wavelet transform is viewed as a
collection of non-overlapping trees rooted in coef�cients of
the lowest frequency subband. These trees are called spatial
orientation trees, due to their branching to coef�cients of like
spatial orientation. Sets of coef�cients are nodes in a sub-
tree. When the magnitudes of all coef�cients in a set are less
than the current threshold, the set is deemed insigni�cant and
a '0' is sent to the codestream; otherwise, the set is deemed
signi�cant and a '1' is sent to the codestream. When a set
tests as signi�cant, it is partitioned into four individual coef-
�cients (tree offspring) and the set of all descendants of these
offspring. Individual coef�cients are similarly compared to



��������
	
����

��������
������

��������� ������
���
���
������

Fig. 1. Conventional 2D SPIHT.

the current threshold and signi�ed as either signi�cant or in-
signi�cant by sending the appropriate bit to the codestream.
Initially, all coef�cients at the roots and all sets are insignif-
icant. When an individual coef�cient tests as signi�cant, its
sign bit is also outputted and its coordinates are moved to an
orderd list, called the LSP (List of Signi�cant Points).

These tests proceed until all the sets and coef�cients not
signi�cant at the operative threshold have been tested. This
procedure is called sorting pass. The threshold is lowered by
a factor of 2 for the next sorting pass through the insigni�cant
sets and coef�cients remaining from the previous pass.

The bit stream consisting of the outputs of signi�cance
tests from the sorting passes is called the signi�cance map.
This sequence of bits conveys the execution path of the en-
coder to the decoder. The sign bits constitute another class of
bits from the sorting passes. A third class contains the re�ne-
ment bits. When a sorting pass at threshold T = 2n (bit plane
n) �nishes, the bits in the n-th bitplane from LSP coef�cients
previously found signi�cant at higher thresholds are outputted
to the codestream. This procedure is called re�nement pass,
because it re�nes the values of the signi�cant coef�cients.

SPIHT coding contains a �exible number of iterations
and each iteration includes a sorting pass and a re�nement
pass. The SPIHT codec is shown in Figure 1, where map(*),
sign(*), and ref (*) indicate signi�cance test bits (signi�cance
map), sign bits, and re�nement bits, respectively. For medium
bitrates, the signi�cance map consumes about 75% to 85% of
the output bitstream. As the bitrate increases, this percentage
decreases, since the re�nement and sign bits become more
numerous.

3. DIFFERENTIAL-SPIHT

Differential-SPIHT is an extension of the well-known SPIHT
algorithm to compress image sequences. The key idea of
Differential-SPIHT is the reuse of the signi�cance map.

The block diagram of the presented scheme is given in
Figure 2. Let Frame X be a reference-frame and coded with
conventional 2D SPIHT (Figure 1). Frame Y is called a map-
frame, since it is coded using the signi�cance map map(X)
and sign data sign(X) of Frame X , as shown in Figure 3.

3.1. Correlation Analysis

As is known, the wavelet coef�cients at the same position,
(i, j), in neighboring frames, X and Y , are correlated. Four
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Fig. 2. New scheme (a) encoder (b) decoder.
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Fig. 3. Differential-SPIHT

relationships between the wavelet coef�cients CX(i, j) and
CY (i, j) at location (i, j) in any iteration are important to us.

1. Both CX(i, j) and CY (i, j) are signi�cant.

2. Both CX(i, j) and CY (i, j) are insigni�cant.

3. CX(i, j) is signi�cant and CY (i, j) is insigni�cant.

4. CX(i, j) is insigni�cant and CY (i, j) is signi�cant.

If X and Y are highly correlated, the �rst two relationships
are much more likely to happen. The signi�cance map,
map(X), conveys the information that identi�es the positions
of the signi�cant coef�cients at each iteration. The coef�-
cients of Y at these positions are likely to have the same state
of signi�cance in each corresponding iteration.

3.2. SPIHT*

In Differential-SPIHT (Figure 3) encoding, Frame Y is �rst
performed with SPIHT* encoder. Different from conven-
tional SPIHT, there is no signi�cance test to generate a new
signi�cance map. Instead, SPIHT* reads in the signi�cance
map of X , map(X), to iteratively identify the signi�cant po-
sitions for Y . At each iteration, the selected positions of Y
are exactly the same as those of X . Most Y coef�cients in



these positions are also signi�cant due to the high correlation
between X and Y . However, there are other possible cases,
because of the difference of X and Y .

To be concrete, assume (i, j) is a selected position at
the iteration with threshold T . The coef�cient CY (i, j) in-
volves sign and magnitude. For the sign, it may be the
same or different from the sign of CX(i, j), which is avail-
able for SPIHT* from sign(X). For the magnitude, it may
be insigni�cant (|CY (i, j)| < T ), it may be just signi�-
cant (T ≤ |CY (i, j)| < 2T ), or it may be super signi�cant
(|CY (i, j)| ≥ 2T ).

Instead of a sign bit output in the conventional 2D SPIHT,
a marker code is outputted to indicate the speci�c case to
which CY (i, j) belongs. The markers are Huffman coded
based on statistics gathered from simulations on sequences
missa and salesman. These marker codewords are denoted
by marker(Y) in Figure 3. Then the coef�cient is updated
to be |CY (i, j)| or (|CY (i, j)| − T × m) for the insignif-
icant and (just/super) signi�cant cases, respectively, where
m = b|CY (i, j)|/T c.

In the re�nement pass of SPIHT*, given T = 2n, the bits
in the n-th bitplane of the coef�cients previously found signif-
icant are outputted as ref (Y). Then, update these coef�cients
by setting the bits in the n-th bitplane to be 0's. Restricted
by the input signi�cance map, SPIHT* has the same num-
ber of iterations as SPIHT, which produces the map. The Y ∗

in Figure 3 denotes the frame with updated coef�cients after
SPIHT*.

3.3. Differential-Sorting

SPIHT* does not guarantee all the signi�cant coef�cients be-
ing coded. Assume the threshold in the last SPIHT* iteration
is Tlast. At some position (i, j), if |CY (i, j)| ≥ Tlast but
|CX(i, j)| < Tlast, the position would not be indicated by the
signi�cance map map(X), and, consequently, CY (i, j) would
not be coded in SPIHT*. With such coef�cients uncoded,
there may be a large PSNR loss. Thus Differential-Sorting
(Figure 3) is adopted to make sure all the sign�icant coef�-
cients in Y being coded.

In Differential-Sorting, the threshold is set to be Tlast,
and the sorting is enacted on the initial spatial-orientation
tree. The signi�cance tests are performed as in conventional
SPIHT. The signi�cance map bits convey the positions of sig-
ni�cant coef�cients of Y ∗ and are expressed as diff map(Y).
For each signi�cant coef�cient, instead of the sign bit output
for conventional SPIHT, a marker code is outputted to indi-
cate the sign and the magnitude. Different from marker(Y) in
SPIHT*, these markers indicate the signs (+ or −) directly,
and there is no such case that the magnitude is insigni�cant.
Another Huffman code is designed for the markers according
to statistics gathered from simulations. These codewords are
indicated by diff marker(Y) in Figure 3

In Differential-SPIHT decoding, Differential-Sorting fol-

lows SPIHT* decoding to ensure that all the signi�cant coef-
�cients will be reconstructed.

3.4. Performance Analysis

Given a speci�c Tlast, Differential-SPIHT guarantees no
PSNR loss, compared to 2D SPIHT, because it encodes and
reconstructs all the coef�cients with magnitude larger than
or equal to Tlast, just as 2D-SPIHT does. Combined with
the reversible integer transform, Differential-SPIHT is able to
compress losslessly, which is required by medical images.

Although Differential-SPIHT exploits inter-frame cor-
relation, it has essential differences from the methods with
MCPC, 3D-DWT, or DPCM (differential pulse code modu-
lation). First, without interactions between frames, multiple
map frames (Y 1, Y 2, etc.) referring to the same reference
frame (X) can be coded in parallel. These frames can be
decoded independently, and there is no latency or error propa-
gation. Secondly, it maintains low computational complexity;
on the one hand, there is no special temporal-decorrelation
process, unlike the computation-consuming MCPC and 3D-
DWT; on the other hand, unlike MCPC and DPCM, the
encoder need not execute decoding steps to reconstruct refer-
ence frames. Finally, it reduces the memory requirements by
buffering only the signi�cance map (of a much smaller size
than a frame), instead of groups of frames.

4. SIMULATION RESULTS

As proof of concept, we limit our scope to a single map frame
and provide comparison between the proposed scheme (Fig-
ure 2) and the conventional 2D SPIHT for videos and volu-
metric medical images. We use three levels of 2D wavelet
transform and no entropy coding in these simulations.

The 2D-SPIHT is simulated by coding every frame of a
sequence with conventional 2D-SPIHT algorithm. The New
Scheme is simulated by setting the image sequence to be
�XY XY...�, where X is a reference frame and Y is a map
frame. That is, every odd-numbered frame in the sequence is
coded as a reference frame by 2D SPIHT and the produced
signi�cance map is used by its following map frame.

In video simulations, the 9/7 biorthogonal wavelet �lters
[8] are used. Testing results for salesman (frame 1 to 58,
360 × 288) and susie (frame 1 to 58, 352 × 240) are given
in Table 1 and Table 2, respectively, where PSNR(X, Y ) is
the average PSNR between map-frame and reference-frame.
The larger the average PSNR, the higher the inter-frame cor-
relation.

For volumetric medical images, the I(2+2,2) �lters [9] are
used to enable lossless compression. Table 3 provides the
lossless coding results. Table 4 is lossy coding results for
CT skull (frame 1 to 60). All the volumetric medical images
are of size 256× 256 and 8-bit depth.



Tlast PSNRrec (dB) 2D-SPIHT (bpp) New Scheme (bpp)
8 38.59 1.3116 1.1023

16 34.40 0.7419 0.5749
32 30.32 0.3769 0.2761
64 27.03 0.1870 0.1335
128 24.27 0.1036 0.0750

Table 1. Test results for salesman,PSNR(X, Y ) = 33.11
dB

Tlast PSNRrec (dB) 2D-SPIHT (bpp) New Scheme (bpp)
8 40.17 0.8005 0.7528

16 36.32 0.4289 0.3723
32 32.95 0.2306 0.1818
64 30.31 0.1432 0.1054
128 27.07 0.0953 0.0691

Table 2. Test results for susie, PSNR(X, Y ) = 29.86 dB

Simulation results show that Differential-SPIHT outper-
forms conventional 2D SPIHT signi�cantly, especially at low
to moderate bitrates. The higher the inter-frame correlation,
the better the performance of Differential-SPIHT. For lossless
compression of volumetric medical images, the new scheme
saves about 5% in bitrate. For video coding with moderate
reconstructing PSNR (about 30 dB), the new scheme reduces
the overall bit rates about 26%, and the average bitrate of Y
frames is less than 50% of X frames.

5. CONCLUSION

Differential-SPIHT is a novel approach to exploit inter-frame
correlation. It applies the signi�cance map of a SPIHT coded
frame to the following one or more frames to remove the inter-
frame correlations. From the simulation results of videos and
volumetric medical images, Differential-SPIHT outperforms
conventional 2D SPIHT signi�cantly, especially at low to
moderate bitrates, and the performance increases with higher
inter-frame correlation. At the same time, Differential-SPIHT
maintains such features as low computational complexity,
low memory requirement, supporting parallel coding, sup-
porting lossless compression, no latency, and no PSNR loss.
We consider Differential-SPIHT to be an attractive alterna-
tive for so-called motion coding, e.g., motion JPEG, motion
JPEG2000, where frames of an image sequence are coded
independently in order to preserve the desirable properties
mentioned above.
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